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Abstract— The constraint sufficient statistics distributed par-
ticle filter is a novel and effective solution for bearings-only
single target tracking. The algorithm achieves a significant
reduction in communication overhead by factorizing the likeli-
hood function without suffering a major decrease in accuracy.
However, the algorithm has some limitations which we discuss
and explore in this paper. In particular, the algorithm has a bias
induced via the approximate likelihood calculation, depending
on the geometry of the sensors relative to the target.

I. INTRODUCTION

Bearings-only target tracking is a key task in many

applications (e.g. submarine tracking, aircraft surveillance

and whale migration monitoring, etc.). The objective is to

estimate the state of a maneuvering target using noisy bearing

measurements. If multiple sensors are used for the task,

the measurements from all sensors should be processed to

improve tracking results. Often, a distributed solution is

preferred over a centralized solution because it is more robust

to sensor failures. Rather than relaying all measurements to

a fusion center which can be a potential bottleneck, sensors

communicate among themselves and exchange information

via gossip algorithms.

Distributed particle filters are an area of active interest [1].

Each sensor uses a set of weighted particles to model

the posterior distribution of the target state. These weights

are calculated using each sensor’s own received bearing

measurements. In order to reach consensus on the particle

weights (based on measurements from all sensors), sensors

exchange particle weights or key statistics of the weight

distribution using gossip algorithms, which may require

considerable communication overhead.

A variety of approaches to reduce the overhead have been

proposed in the literature. In particular, the constraint suffi-
cient statistics distributed particle filter (CSSDPF) [2], [3]

achieves significant communication reduction without suf-

fering a major decrease in accuracy. CSSDPF approximates

the likelihood function as a linear function of six sufficient

statistics. Thus, sensors only need to reach consensus on the

six statistics to obtain the same likelihood function, so there

is no need to gossip about the individual particle weights.

Depending on the number of particles, the communication
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overhead can be potentially reduced by two orders of magni-

tude. However, in order to linearize the likelihod function and

reduce overhead, CSSDPF makes use of two approximations

in its derivation [4], [2]. In this paper, we explore and

investigate how these approximations affect the performance

of CSSDPF. More specifically, we show that the algorithm

has an inherent bias induced by the approximate likelihood

function which degrades the algorithm’s performance and

we investigate how this bias can be mitigated. We point out

that, while the algorithm considered in this algorithm uses

spherical measurement model [5], this bias also manifests

itself when planar measurement model is used instead.

The rest of the paper is organized as follows. Section II

describes CSSDPF. Section III compares the performance of

the algorithm with and without the approximations and point

out the limitations of the algorithm. We explore these limi-

tations in detail in Section IV. Finally, Section V concludes

the paper.

II. CSSDPF

In this section, we present briefly the CSSDPF algorithm

for tracking single target on spherical surface. Interested

readers are referred to [4] for more details.

To account for the curvature of Earth, CSSDPF [4] uses

the spherical measurement model [5] to compute the target

bearing at sensor k, θk, defined as

arctan

(
sin(x1 − sk1) cos(x2)

cos(sk2) sin(x2)− sin(sk2) cos(x2) cos(x1 − sk1)

)
(1)

where (x1, x2) are the target longitude and latitude and

(sk1 , s
k
2) are the sensor coordinates. All coordinates as well

as the bearing measurements are expressed in radians. The

bearing, θ, is clockwise positive with 0 radians corresponding

to true North.

All bearing measurements are assumed to be corrupted by

zero-mean additive Gaussian noise with variance σ2, so the

received noisy bearing is defined as

zk = θk + ζk (2)

where ζk ∼ N (0, σ2) is the measurement noise.

Eq. 2 can be rewritten as

sin(2zk)Lk
2 − cos(2zk)Lk

1 = sin(2ζk)Lk
2 +cos(2ζk)Lk

1 (3)

where

Lk
1(x

i) = sin(xi
1 − sk1) cos(x

i
2) (4)

Lk
2(x

i) = cos(sk2) sin(x
i
2)− sin(sk2) cos(x

i
2) cos(x

i
1 − sk1)

(5)
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CSSDPF approximates the left-hand side of Eq. 3 as

following a Gaussian distribution, so the log-likelihood of

a particle xi given bearing zk measured at sensor k can be

expressed as a linear function of six sufficient statistics [4]

log p(zk|xi) ≈ −
6∑

j=1

Gj(x
i)

Ck
j

2Rk(xi)
− log(2πRk(xi))

2

(6)

where Rk(x
i) is the variance for the approximate Gaussian

likelihood function and is defined as

Rk(x
i) =

1− e−8σ2

2
(Lk

2(x
i))2 +

1 + e−8σ2

2
(Lk

1(x
i))2

− e−4σ2

(Lk
1(x

i))2 (7)

We omit the expressions for Ck
j and Gj(x

i) since they do

not pertain to our discussion (see [4] for details). We simply

note that Ck
j depends only on the coordinates of sensor k and

measurements zk and that Gj(x
i) only depends on particle

xi.

Finally, the likelihood of particle xi given measurements

at all sensors is

log p(z1, ...zK |xi) ≈−
6∑

j=1

(
Gj(x

i)
K∑

k=1

Ck
j

2Rk(xi)

)

−
K∑

k=1

log(2πRk(xi))

2
(8)

Since Rk(x
i) is particle-dependent, in order to calculate

particle weights using Eq. 8 in a distributed fashion, sensors

must compute six statistics (Ck
j /Rk(x

i)) for each particle. If

there are N particles, then all sensors must reach consensus

on 6N scalar values, which is clearly non-optimal as we can

simply gossip on the N particle weights instead.

In order to reduce communication overhead, the particle-

dependent term Rk(x
i) is approximated by its weighted

average R̂k =
∑n

i=1 Rk(x
i)wi so the likelihood becomes

log p(z1, ...zK |xi) ≈−
6∑

j=1

(
Gj(x

i)
K∑

k=1

Ck
j

2R̂k

)

−
K∑

k=1

log(2πR̂k)

2
(9)

where, in practice, the log normalization term is dropped

since it is constant and independent of xi. This new like-

lihood function, unlike Eq. 8, can be fully characterized by

Ck
j /R̂k which is particle-independent. Thus the sensors only

need to gossip on these terms to compute their sum.

III. IMPACT OF APPROXIMATION

In this section, we investigate the impact of the approxima-

tions on the performance of CSSDPF. We consider the boot-

strap particle filter (with no approximation) with spherical

measurement model (Eq. 1) as baseline. Next, we implement

the CSSDPF with Eq. 8 as the likelihood function and refer to

it as CSSDPFexact for the remainder of the paper. Finally, we

implement the CSSDPF with Eq. 9 as the likelihood function

and refer to it as CSSDPFapprox. To exclude additional error

from running a finite number of gossip iterations, for the two

CSSDPF algorithms, we compute the six sufficient statistics

(
∑K

k=1 C
k
j /R̂k, j = 1, ...6) exactly.

We use both simulated data and data from a sea trial.

We choose mean absolute error (MAE) as our performance

metric. Unless otherwise specified, all tests are performed

with 200 random trials. Note that the MAE is measured in

kilometers between the estimated target position and true

target position. For the simulated data, the track is generated

first and remains fixed through all trials. However, the noisy

sensor measurements and process noise differ at each trial.

For the sea trial, we have only one single track and one set

of measurements, thus they remain fixed through all trials,

and the only randomness is in the particle filter.

The dynamic model of the filter is a combination of

two different motion models [6]. At each time instant,

with probability Pcv , the target moves at constant veloc-

ity; otherwise, the target turns at constant rate. Let xt =
[x1,t, x2,t, ẋ1,t, ẋ2,t] define the target state at time t where

x1, x2 are the target’s longitude and latitude and ẋ1, ẋ2 are

the corresponding velocities. The target state evolves over

time as

xt+1 = Fm
t xt + εt (10)

where εt is the process noise. If the target moves at constant

velocity, then Fm
t = F 1

t where

F 1
t =

⎡
⎢⎢⎣

1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ , (11)

Otherwise, Fm
t = F 2

t where

F 2
t =

⎡
⎢⎢⎢⎣

1 0 sin(ΩtT )
Ωt

− 1−cos(ΩtT )
Ωt

0 1 1−cos(ΩtT )
Ωt

sin(ΩtT )
Ωt

0 0 cos(ΩtT ) − sin(ΩtT )
0 0 sin(ΩtT ) cos(ΩtT )

⎤
⎥⎥⎥⎦ , (12)

where T is the sampling interval (T = 1 minute in the

simulated and sea trial scenarios) and Ωt is the turning rate

and is defined as

Ωt =
a√

ẋ2
1,t + ẋ2

2,t

(13)

with a being the manoeuvre acceleration parameter (with

negative value corresponding to a clockwise turn).

The process noise εt ∈ R
4 is zero-mean Gaussian with

covariance matrix Q given by [7]

Q = σ2
a

⎡
⎢⎢⎢⎣

T 3

3 0 T 2

2 0

0 T 3

3 0 T 2

2
T 2

2 0 T 0

0 T 2

2 0 T

⎤
⎥⎥⎥⎦ . (14)

At each time step, particles are resampled and disturbed

with zero-mean Gaussian noise with variance σ2
p for regu-

larization.
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Fig. 1. Results for experiments on (a) a simulated trajectory and (d) data from an at-sea trial. Red squares are the sensors. Panels (b) and (e) show
boxplots of the MAE as a function of the number of particles for 200 Monte Carlo trials. The box indicates the 25th, 50th (median), and 75th percentiles;
outliers are indicated by individual symbols. For each value of N , the group of boxplots corresponds to (from left to right): BS (black +), CSSDPFapprox

(blue ♦), and CSSDPFexact (magenta ◦). Panels (c) and (f) show the average absolute position error over time for N = 1000 particles.

Note that all three particle filters use this dynamic model

and the measurement model defined in Eq. 1 and they only

differ in the likelihood evaluation.

A. Simulated track

We have 16 sensors placed in a 4 × 4 grid tracking

a single target over a circular trajectory in the clockwise

direction over 50 time steps. All sensors run a particle

filter with N particles, and the particles at different nodes

remain synchronized by using the same seed for the random

number generators. Each sensor receives a variable number

of measurements, with an average total of 5 measurements

for all sensors at each time step. Unless otherwise specified,

for the simulated scenario we use the following parameter

values: σθ = 5, Pcv = 0.1, a = −0.001, σa = 10−4,

σp = 10−6, and measurement noise variance σ2 = 0.0076
(equivalent to a standard deviation of 5 degrees). Fig. 1

displays the performance comparison. Bootstrap has the best

performance but the gap is very small. The two CSSDPF

algorithms, on the other hand, have very similar performance.

Increasing the number of particles does not seem to improve

the performance by any significant amount.

B. Sea trial track

In the sea trial data set [8], five sensors track a single target

moving in a roughly clockwise trajectory over 178 time steps.

The sensors drift over time and record their locations using

on-board GPS. We also have access to the GPS readings

aboard the target which we use as ground truth. At each

time step (one minute intervals), each sensor node uses an

array of underwater acoustic sensors to obtain a collection

of bearing measurements. The bearing errors are filtered and

the resulting bearing measurements used by the particle filter

have errors in the range of −0.087 to 0.087 radians (−5
to 5 degrees). The model parameters for the particle filters

are σ2 = 0.0076, Pcv = 0.77, a = −0.0009, σa = 10−3

and σp = 2 × 10−4. These parameters are obtained by

fitting the dynamic model to the known target trajectory.

Fig. 1 displays the performance comparison. Both CSSDPF

algorithms suffer a performance degradation which may be

attributed to dynamic model mismatch (i.e. several sharp

turns in the trajectory) and non-Gaussian measurement noise.

However, what is worth noticing is that CSSDPFexact actually

has the worst performance by a large margin. Furthermore,

as Fig. 1(f) shows, CSSDPFexact has consistently the highest

MAE over the entire track. This is quite surprising since

we expect that the likelihood function using Rk(x
i) would

outperform the one using the approximation R̂k.

IV. PERFORMANCE INVESTIGATION

In this section, we investigate the cause of CSSDPFexact’s

performance degradation in the sea trial track. Since the key

difference between CSSDPFapprox and CSSDPFexact is the use

of R̂k versus Rk(x
i) in the likelihood function, we focus on

the impact of this approximation.

A. Impact of Rk(x
i)

Recall that Rk(x
i) depends on the particular particle xi.

In our first test, we select one single sensor and construct a

square grid around it. For each point in the grid, we compute

Rk(x
i). Fig. 2 shows the results. We note that the values of

Rk(x
i) seem to depend only on the latitude of individual

particles as we can clearly distinguish horizontal slices with

different colors. In addition, the closer xi is to the sensor,

the smaller Rk(x
i) becomes. This trend is fairly consistent

over a variety of sensor locations and grid sizes. Thus we
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Fig. 2. Values of Rk(x
i) for particles around a single sensor placed

at the center ([72, 43]). Each point represents one particle with its color
corresponding to the value of Rk(x

i).

conjecture that Rk(x
i) depends on the geometry between the

sensor and the particle.

Consider Eq. 8. We denote the two components,

−∑6
j=1 Gj(x

i)
Ck

j

2Rk(xi) and − log(2πRk(x
i))

2 , as the measure-

ment and normalization terms respectively. For our second

test, we fix one sensor and select targets placed 10 km

away with bearings from 0 to 360 degrees. For each target,

we generate 10 particles with the same bearing at different

distance from the sensor (with one particle placed directly

at the target position). Then we compute the likelihood and

normalization terms for each particle.

As Fig. 3(a) shows, the normalization term is larger for

particles closer to the sensor even though they are actually

further away from the target. This bias is persistent over the

entire range of bearings and is consistent with our previous

observation that Rk(x
i) depends on the geometry between

the sensor and the particle. We note that this dependence

on distance does not exist in CSSDPFapprox since it uses

a constant variance, R̂k, in the likelihood function. On the

other hand, as Fig. 3(b) shows, the measurement term has

no dependence on the distance between sensor and particle.

All particles with identical bearing have the same value

of measurement term and this trend is consistent over all

bearing angles.

Based on these observations, we conjecture that the nor-

malization term induces a significant bias on the particle

weights based on the geometry between the sensors and

the particles. More specifically, assume a set of particles

have the same bearing as the target relative to the sensor.

Their measurement term is equal, but particles closer to the

sensor have a bigger normalization term and hence have

higher weight. This bias would manifest itself regardless

of the actual distance between the target and the sensor,

since bearing measurements provide no information about

the range of the target. In fact, we could have chosen

any random range for the target points in our test and we

would have obtained the exact same figures as Fig. 3(a) and

Fig. 3(b).

In the sea trial track, since all five sensors are clustered

south of the track at all times, the bias from the normalization
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Fig. 3. Values of normalization term (a) and measurement term (b) for
particles with given bearing and range relative to a fixed sensor.

terms likely aggregates. Thus, particles closer to the sensors

end up with much larger weights compared to particles

further away. In the simulated track however, since sensors

are spread around the track in a grid, the bias from the

normalization terms may cancel out. For instance, consider

particles between two sensors A and B. Each particle may

gain a large normalization term from A but a small nor-

malization term from B or vice versa. However, a favorable

placement of sensors would still not fully nullify the induced

bias and the algorithm’s performance certainly degrades as

a result. Again, we note that CSSDPFapprox does not suffer

from this bias since R̂k (and by extension the normalization

term) is constant for all particles.

To validate our conjecture, we conduct a simple test. We

place four sensors around a set of particles and compute

the particle weights using the true bearings (without mea-

surement noise) with the three likelihood functions (BS,

CSSDPFapprox and CSSDPFexact). In the first case (Fig. 4(b)),

the four sensors are placed in a cluster south of the target.

In the second case (Fig. 4(c)), the four sensors surround

the target. For a fair comparison, the particles are the

same in both cases. In the first case, particles have very

different weights under BS and CSSDPFexact. By simply

shifting the sensor positions, the two algorithms end up

yielding nearly identical particle weights. On the other hand,

CSSDPFapprox is fairly robust to sensor placement. However,

under ideal sensor placement, the use of R̂k does induce a

performance penalty as shown by the discrepancy between

BS and CSSDPFapprox in Fig. 4(c).
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Fig. 4. Impact of sensor placements (a) on algorithm performance. The sensors are spread out (black) in (b) and clustered (red) in (c). Panels (b) and (c)
compare the particle weights under the three algorithms. The particles are sorted in decreasing weight under bootstrap and only the top 150 particles are
shown. Red line is the 45 degree diagonal line.

As an additional test, we take the sea trial track and

place 4 sensors around the track (See Fig. 5(a). We limit

the number of sensors so the performance is not influenced

by additional bearings). We then generate the corresponding

true bearing measurements and add white Gaussian noise

(with σ = 5 degrees). Fig. 5(b) compares the MAE of the

three algorithms with respect to number of particles. We

note a significant performance improvement for all three

algorithms. In addition, for small N , CSSDPFexact actually

outperforms CSSDPFapprox.

The previous two tests confirm that, depending on the

placement of sensors, the normalization term can induce

non-negligible bias on the particle weighs and by extension

significantly impact the performance of CSSDPFexact.

B. Impact of σ

In order to improve the performance of CSSDPFexact, we

need to mitigate the impact from the bias induced by Rk(x
i).

Consider Eq. 7. Given xi and sensor k, Lk
1(x

i) and Lk
2(x

i)
are fixed. That leaves σ2, the variance parameter in the

measurement model used by the particle filter.

To understand the impact of σ on the algorithm’s per-

formance, we do the following test. We take the sea trial

track and generate two identical sets of noise-free bearing

measurements. The first set is then corrupted by additive

zero-mean Gaussian noise (with standard deviation of 5

degrees) and the second set is corrupted by uniformly random

noise (within range of [−5, 5] degrees). As a baseline, we

also use the filtered noisy bearings (with error not exceeding

5 degrees) from the sea trial dataset. The three algorithms

assume that the measurement noise is Gaussian with variance

σ2. Fig. 6 displays the resulting performance for different

σ. For all three scenarios, the performance of CSSDPFexact

improves considerably by decreasing σ while the other two

algorithms do not appear affected. For σ = 1, 2, CSSDPFexact

achieves similar performance as bootstrap filter.

This performance improvement can be explained as fol-

lows. For smaller σ, there is a higher penalty in the mea-

surement term for particles that explain poorly the received

measurements (i.e. bearing of the particle relative to the

sensor is very different from the received bearing). Thus,

as we reduce σ, particles with large bearing errors still get a

high normalization term if they are close to the sensors, but

have reduced weights as a result of increasing penalty from

the measurement term.

We conduct one final test in which we evaluate the three

algorithms’ performance on the simulated track. Recall that

the measurements in the simulated data set are corrupted

by zero-mean Gaussian noise with standard deviation of 5

degrees. Again, the three algorithms model the measurement

noise as being zero-mean Gaussian with variance σ2. Fig. 7

shows the performance of the three algorithms with respect to

different σ. In this case, rather than seeing an improvement,

the performance of CSSDPFexact actually becomes much

worse when σ is small whereas the three algorithms achieve

similar performance for σ = 4, 5.

We conjecture that the difference in sensor placements

between the simulated and sea trial tracks is the main cause

of this discrepancy. In the simulated track, the sensors are

already spread and the bias is mitigated. Thus, by setting

σ small, we have a model mismatch and the filter’s perfor-

mance degrades. However, CSSDPFapprox is less sensitive to

model mismatch. For the sea trial track, reducing σ causes

the particle filter to reject more particles that are close to the

sensors (high normalization term) but have relatively large

bearing errors (high penalty in measurement term). In other

words, when we reduce σ, the higher penalty in measurement

term can compensate the bias from normalization term. How-

ever, a balance is clearly required. Reducing σ to the limit

would heavily penalize all particles and effectively reject

all received measurements. The particle filter then depends

entirely on the dynamic model and proper initialization,

which would no doubt lead to performance degradation.

Our tests show that, for the simulated and sea trial tracks,

CSSDPFexact can achieve reasonable performance for σ = 3.

V. CONCLUSION

In this paper, we investigate the performance of CSSDPF

for single-target bearing-only tracking. Our work shows

that, as a result of the approximate likelihood function,

CSSDPFexact has a bias induced by the geometry between

the sensors and the particles where, given the same bearing,

particles closer to the sensor have higher weights regardless

of their actual distance to the target. This bias can signifi-

cantly degrade the algorithm’s performance when the sensors

are not suitably placed (i.e. clustered so the bias aggregates).
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Fig. 5. Results for experiments on sea trial trajectory with sensors (red squares) spread around the track. Panel (b) shows boxplots of the MAE as
function of the number of particles for 200 Monte Carlo trials. The box indicates the 25th, 50th (median), and 75th percentiles; the outliers are indicated by
individual symbols. For each value of N , the group of boxplots corresponds to (from left to right): BS (black +), CSSDPFapprox (blue ♦), and CSSDPFexact

(magenta ◦). Panels (c) shows the average MAE over time for N = 1000 particles.
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of σ, the group of boxplots corresponds to (from left to right): BS (black +), CSSDPFapprox (blue ♦), and CSSDPFexact (magenta ◦).
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Fig. 7. Performance comparison for simulated track with respect to
different σ, N = 1000

However, when the bias is present, CSSDPFapprox [4] is

shown to be much more robust as it does not have the

geometry-related bias. Interesting future work may include

developing a method to compensate the bias by extracting

information about sensor location relative to the particle.
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